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Abstract. In this paper we present the results of an exploratory qual-
itative study with experts. The aim of the study was the identification
of potential rating variables which could be used to calculate a premium
for Cyberinsurance coverages. For this purpose we have conducted semi-
structured qualitative interviews with a sample of 36 experts from the
DACH1 region. The gathered statements have been consolidated and fur-
ther reduced to a subset of indicators which are available and difficult to
manipulate. The reduced set of indicators has been presented again to
the 36 experts in order to rank them according to their relative impor-
tance. In this paper we describe the results of this exploratory qualitative
study and conclude by discussing implications of our findings for both
research and practice.

1 Introduction

The increased dependency on information technologies poses a variety of risks
to organisations. The Congressional Research Service Report for Congress sum-
marises some surveys estimating the losses due to cyber attacks ranging “[. . . ]
from $13 billion (worms and viruses only) to $226 billion (for all forms of overt
attacks)” [1]. Particularly since the Internet and the continuing cross-linking of
information systems have become a backbone of modern business the headlines
are constantly filled with news about devastating information security incidents.
The resulting potential loss of reputation or brand image is a major driver for
information security [2].

But not only the potential economic impact of information security moved
the topic on the agenda of executives, where it continues to rise [3]. Especially
the need to be compliant with the emerging regulatory landscape of the recent
years (eg. Sarbanes-Oxley Act in the US, the Basel II accord for financial services
companies and others) requires executives to implement a proper risk manage-
ment in their organisations. Adding to this, rating agencies recently announced
that as part of their evaluation of the quality of management they will start to
incorporate a review of enterprise risk management [4].

1 DACH is the combination of the abbreviations of the countries of Germany (D),
Austria (A) and Switzerland (CH).



ISO/IEC 73:2002 defines risk management as co-ordinated activities to di-
rect and control an organisation with regard to risk. [5]. Risks can be managed
through a combination of the following four strategic options [6]:

– reduce the risk,
– avoid the risk,
– transfer the risk,
– knowingly and objectively accept the risk.

One option to transfer the risk related to information technologies and in-
formation security which has emerged in the last years is Cyberinsurance [7, 8].
Cyberinsurance has been proposed as a market based solution for information
security by different authors in the field [9–11]. Cyberinsurance coverage com-
pensates the insured parties for a wide range of losses including but not limited
to data loss, third party liabilities and others2. Estimates of the market for Cy-
berinsurance in the United States range from $450 to 500 million dollar annual
gross written premium [13].

However, the insurance carriers still struggle to determine appropriate pre-
mium rates for covering cyber risks [2]. The reasons for these difficulties are
missing actuarial loss data [14, 2] and the general lack of statistical data about
information security incidents [15]. Therefore insurers put a range of exclusions
in these policies, which again is a hindrance for wider market adoption Cyberin-
surance as an instrument for risk transfer [2].

In this paper the results of an exploratory qualitative study with 36 experts
from the DACH region will be presented. The objective of this study was the
identification of potential rating indicators which could be used as a basis for
the development of a risk classification system for Cyberinsurance.

The paper is structured as follows: In Section 2 the relevant notions and the
context of this research are described. In Section 3 the research problem and our
contribution will be outlined. In Section 4 the whole research is outlined using
a step-by-step description. In Section 5 we present and discuss the results of
our exploratory qualitative study. In Section 6 we discuss the limitations of this
study. Section 7 positions this study with regard to related work from different
fields. The paper is concluded with a conclusion and an outlook of the possible
implications of our findings.

2 Background

The business of insurance presumes an exposure – the possibility of a loss. If there
is no chance of loss, there is no need for insurance [16]. Even more, if there would
be no economic uncertainty regarding the occurrence, timing and magnitude of
an event, there would be no reason for insurance neither [17]. An insurer has to
determine the price – the insurance premium or rate – for assuming potential
losses of a certain type. Therefore, risk rating is a very important aspect – if not
the most important – of insurance.

2 For an overview of different insurance offerings the reader is referred to Baer [12].



The business impact of cyber risks can materialise in different ways [18]. First
of all businesses may be exposed to a loss of property if hardware breaks down,
is damaged or stolen (physical resources exposures). The range extends to a
wide spectrum of financial losses (financial resources exposures) due to business
interruptions or recovery expenses that are related to information technology
failures or successful cyber attacks. Even damage to persons (human resources
exposures) can be a result of information technology incidents (e.g. traffic man-
agement or clinical systems). This distinction according to Loss Type is made
from a legal perspective with regard to the problem of economic loss which can
be the result of a pure financial loss, a physical damage to property or personal
injury [19, p 169].

Another dimension which is used to classify the losses due to cyber risks is
the notion of Loss Centre. The dimension of Loss Centre describes to whom
the loss happens [8]: First-party losses are those losses occurring directly to the
insured organisation, while third-party losses are losses which occurred to other
parties (eg. a customer, vendor or another third party). The dimension of Loss
Centre is useful to distinguish coverages in the context of Cyberinsurance [13].
Third-party coverages are often also labelled as liability coverages.

There are different methods for identifying loss exposures which can be cat-
egorised along the following groups [20]:

– Document analysis,

– Compliance review,
– Personal inspections,

– Expertise within and beyond the organisation.

In the domain of Cyberinsurance the methods of choice for identifying loss
exposures are document analysis and personal inspections. Depending on the
size and coverage of the insurance contract either more economic questionnaires
or very costly evaluations conducted by a third party which is specialised in in-
formation security and performs personal and physical inspections on the clients
site are used [21].

No matter what method is used for pricing and rating risks, they all have in
common the need to determine factors that have an influence on the expected
losses. These factors can be divided in two groups [16]: the exposure base (con-
sisting of only one factor) and rating variables.

The exposure base is the basis on which the premium is calculated and it
should therefore accurately reflect the expected losses. It is important to note,
that the exposure base is not the real exposure, but rather a proxy for the
real exposure [16]. Examples for exposure bases are car-month or car-mile in
automobile insurance, the sum of coverage provided, or total payroll for work-
ers compensation. The insurance premium is normally calculated as a rate per
exposure base. Consider as an example the premium property insurance, that
is calculated as a fraction of the value of the insured property. If the value of
property is used as an exposure base and one homeowner insures his 100.000
Euro home and pays 1.000 Euro premium (i.e. a rate of 1%), then a homeowner



insuring his 1.000.000 Euro should pay 10.000 Euro premium (i.e. a rate of 1%).
Exposure bases should be correlated proportionally to the expected losses [22].

However, in practice there are many other factors influencing the exposure to
loss and therefore insurers use additional rating variables that allow to classify
risks and adjust the premium accordingly [16]. Examples for premium-rating
variables used e.g. in car insurance include among others age, gender3, marital
status, use of the automobile (pleasure or work), geography (location and area)
and other criteria like the type, make and age of the automobile, multiple-car
discounts and others [25, 22].

3 Research problem and contribution

Since the market for Cyberinsurance is a relatively new one, there seems to
be a lack of sophisticated models. While some authors propose approaches and
frameworks for pricing cyber-insurance [7, 26, 27], there is – to the best knowledge
of the authors – no research available about rating variables and indicators which
could play a role in the premium-rating process.

In this regard the situation of Cyberinsurance is similar to the field of op-
erational risk rating. Power denotes some of the controversies and discussions
with regard to operational risk, that in the authors opinion are reflecting also the
main problems related to the insurance of cyber risks: “[. . . ] three key domains of
policy controversy have been, and remain, particularly visible: definitional issues,
data collection and the limits of quantification.” [28]

In an emerging market like Cyberinsurance the insurance companies compete
also with the quality of their premium-rating models. According to economic
theory in the long run these premium-rating models should converge with the
actual security risks, because competition sets an upper and profitability a lower
bound to the premiums [29].

The authors gathered several questionnaires which are actually used by in-
surance companies to assess the exposure to cyber risks. While a comparison
of these questionnaires gave an idea about what factors are to be considered in
the premium-rating process, the risk model and actuarial tables behind these
questionnaires remain a business secret of the insurance carriers.

This paper aims to make a first step in the direction of developing better risk
models and rating frameworks in the context of Cyberinsurance by addressing
the following research question: What are potential rating indicators for

Cyberinsurance?

3 The use of rating variables like age, marital status and gender is part of enduring
ongoing debate in the light of discrimination [23]. In the European Union in 2004
a Directive regarding equal treatment between men and women has been released,
which states: “(18) The use of actuarial factors related to sex is widespread in the
provision of insurance and other related financial services. In order to ensure equal
treatment between men and women, the use of sex as an actuarial factor should not
result in differences in individuals’ premiums and benefits. [. . . ]” [24]



In this paper the results of an exploratory qualitative study addressing this
research question will be presented. The results of this study might be a useful
resource for insurers who seek additional rating variables to further refine their
premium-rating models. From a theoretical perspective the identified indicators
provide a starting point for further research into influential risk factors and the
development of risk assessment models.

4 Research method

To answer the research question we have chosen a qualitative research approach.
Due to the lack of statistical data about information security incidents [15] we
have chosen to collect potential rating indicators from experts. Based on semi-
structured expert interviews from the DACH region a list of such potential indi-
cators which could be used for rating Cyberinsurance premiums was identified.

In this section the research method is described using a step-by-step descrip-
tion of the whole process, from the preparation to the final ranking of indicators
(cf. Figure 6). In the description of the process we partly follow the guidelines
of Myers and Newman for conducting qualitative interviews [30].

4.1 1. Step: Preparation, Constructs

Before conducting the qualitative expert interviews a literature review about
the related work in the field of Cyberinsurance was conducted, which is partly
subsumed in Section 2 and in Section 7. To achieve the objectives of this research
and owing to the exploratory nature of the research problem, the authors decided
to conduct semi-structured expert interviews.

We wanted to explore the ideas about rating indicators that the experts might
come up with as openly as possible. Therefore we have used a minimal structure
for the interview using several sections, which each address a particular aspect
of rating indicators. In this Section we will outline the constructs and concepts
which have been used to structure the interviews.

Exposure and quality The first concept which has been used for structuring
the interviews is the distinction between exposure and quality. With exposure
we characterise the inherent risk level of an organisation. The concept of quality
stands for the quality of the IT risk management in an organisation. This dis-
tinction was based on practical input from our project partners, who outlined
the necessity to not only focus on the inherent risk of an organisation but also
the quality of its security and risk program [31, p. 347].

Figure 1 outlines these two concepts. The exposure stands for the inher-
ent risk level and the quality of IT risk management acts as a proxy for the
risk reduction capabilities in an organisation. In a premium-rating framework,
variables which indicate a high quality of IT risk management would lead to a
reduction of the premium.



Fig. 1. Concepts of exposure and quality (adapted from ISO/IEC 13335-1:2004 [32])

Loss centre The second concept which we have introduced is the concept of
loss centre which was already described in Section 2. The loss centre can be
either first-party or third-party. This distinction was also introduced based on
comments from practitioners, since these two types of coverages often present
different lines of business of an insurer, are treated differently from a legal per-
spective and impose different requirements [13].

The concept of loss centre was applied to further distinguish the initial con-
cept of exposure. We now have the exposure to first-party losses and the exposure
to third-party losses. The concept of quality remained untouched by a further
classification using the concept of loss centre. The authors believe that a high
quality risk management is evenly capable to reduce both first-party and third-
party losses to an acceptable level.

Layer model The last construct we have introduced to structure the interview
is a layer model for information management. This concept was introduced to
further classify the concept of third-party loss exposure. Why only the concept of
third-party loss exposure and not also the one of first-party losses? The rationale
behind this further classification of third-party loss exposure is based on the fact,
that it is mainly companies from the IT sector (labelled as IT-Providers in the
questionnaire) who are requesting this type of insurance coverage.

To account for different types of IT businesses we have explored various
constructs for classifying the third-party loss exposure according to the type of
offered IT service or product. The solution we came up with is a layer model
which is present in many enterprise architecture frameworks. Examples for lay-
ered models in the technology domain include e.g. the well known Open Systems
Interconnection Basic Reference Model [33] (OSI Model).

From the domain of information management, layered models include Woll-
nik’s Three-Layer-Model of Information Management [34] or Krcmar’s Layer-



Model [35]. Both models4 have in common three different layer of abstraction to
distinguish activities of information management in enterprises.

Fig. 2. Layer model of information management [34, 35]

The three layers are organised as follows from top to bottom (cf. Figure 2):
The top layer represents the abstraction of information use in an organisation,
the middle layer depicts information and communication systems while the bot-
tom layer is used to handle information and communication infrastructures [34].
These three layers have been used as an abstraction to further distinguish differ-
ent types of IT services and products and the related indicators for third-party
loss exposures.

The resulting questionnaire The questionnaire we have used to structure the
interview is the result of an initial pre-test during which we tested the feasibility
of the first versions of our questionnaire. We conducted the pre-test with 5 in-
terviewees. During the pre-test it became clear, that some questions where very
difficult to answer and these have therefore either been eliminated or reformu-
lated. Also the ordering of questions has been changed to a more comprehensive
logical order.

The resulting questionnaire which we have finally used for the interviews
is outlined below (cf. Table 1). In the beginning of the interview we had two
additional Sections with a general introduction of the important terms (exposure,
quality, loss centre) and additional questions about the interviewees to create a
profile of the participants.

The questions of the interview which targeted towards the research question
were organised in three Sections. The first Section questioned indicators related

4 Krcmar’s layer model of information management includes a fourth “layer” that
encompasses all three abstraction layers and represents the managerial functions
related to information management [35].



to the first-party loss exposure. The second Section focused on the quality of
the IT risk management. The third Section aimed at indicators related to the
third-party loss exposure. The third Section was further subclassified using a
general class and the three layers of the layer model (cf. Figure 2).

Table 1. The resulting questionnaire

Section 3: IT Business Risk Exposure Indicators (first-party losses)

1. What are in your opinion relevant drivers and indicators for the IT Business Risk
Exposure of an organisation?

Section 4: Indicators for the Quality of the IT Risk Management

1. What are in your opinion indicators for the quality of the IT Risk Management
efforts in an organisation?

Section 5: IT Business Risk Exposure Indicators (IT-Providers with re-
gard to third-party losses)

in general

1. Which indicators reflect the potential of IT-Providers in general to cause third
party losses due to IT Business Risks?

IT-Infrastructure

2. Which indicators reflect the potential of IT-Infrastructure Providers to cause third
party losses due to IT Business Risks?

Information Systems

3. Which indicators reflect the potential of Information Systems and Application
Providers to cause third party losses due to IT Business Risks?

Information Use

4. Which indicators reflect the potential of Information Providers and Processors to
cause third party losses due to IT Business Risks?

4.2 2. Step: Selection of experts

Based on the targeted research objective and the aim of the study we started to
design candidate profiles for the interviews. The research sample selected for this
study was built using a combination of purposive and snowball sampling. Taking
into consideration the sensitive nature of the research topic [15] the authors
decided to interview candidates which have an internal or external perspective
on the topic.

The internal perspective was captured by professionals who are working in an
organisation having the role of CISO (Chief Information Security Officer), Risk
Manager or General Management and IT Management. The external perspective



was captured by professionals who are either working as auditors, consultants
in the field of IT risk management or information security experts and have
thus a broad experience from many different organisations. Figure 4 outlines
the experience profile of the participants. 70% of the sample have professional
experience in the field of information security or risk management of more than
10 years. Figure 3 outlines the designation profile of the entire sample.

Fig. 3. Designation profile of the respondents

During the process of acquiring experts for the interviews, we put special
emphasis on the fact that the interviews are not aiming towards any kind of
sensitive information about the risks in the respective organisations. This was a
very important issue, which was brought up by most of the candidate experts.

Fig. 4. Experience profile of the respondents



By emphasising that we were interested only in their expert knowledge and
what indicators they deem important from a general point of view, we overcame
this critical point in all cases. In general the willingness to contribute and support
the research project was very high and we had only few refusals to participate
in the interviews, and these few were mainly attributable to time constraints on
behalf of the candidates.

The first group of experts were purposely identified from a pool of contacts
which our research group has built up as part of its ongoing activities to create
a regional forum of information exchange about information security involving
practitioners and academics. The second group of experts was also selected pur-
posely from a pool of participants who attended the expert forum about IT and
Internet Risks in 2005 organised by Swiss Re in Munich.

Beginning with these two initial groups of participants from Austria and Ger-
many, we employed snowball sampling to identify further suitable candidates for
the interviews based on the recommendation of the experts from the first two
groups. At the closing of each interview the experts were asked whether they
could name additional professionals who match our requirements. The require-
ments for being selected in the sample were the following:

– The candidates are involved in IT or information security risk management
activities.

– Each of the candidates should have a minimum of three years of relevant
experience working with IT risks.

The interviews were conducted in the period between April 2006 and October
2007. We have interviewed a total number of 36 experts.

4.3 3. Step: Generation of statements

The interviews lasted between 50 minutes and 90 hours depending on the time
constraints of the interviewees. 26 of the 36 interviews were conducted in a
personal face-to-face meeting with the participants, typically in their office and
in a few cases at other meeting places like airports. The other 10 interviews were
conducted via phone conversations.

Most of the interviews – given explicit allowance – have been tape-recorded
to allow for a later analysis and transcription. The interviews that were not
recorded were registered by taking notes and creating a mind protocol shortly
after the interview. The recorded interviews were transcribed to identify the
main statements, their relations and examples.

The interviews started with an opening which involved an introduction. Dur-
ing this introduction the purpose of the interview and the research project con-
text were explained. After gathering information about the interviewee’s role
and experience (cf. Figure 3 and 4), the interview entered in its main stage with
the key questions (cf. Table 1).

The semi-structured interviews contained just the three main sections about
indicators which highlight the first-party loss exposure, the quality of the IT



risk management and the third-party loss exposure. The question about the
third party loss exposure was further subdivided using the different layers of
abstraction of the layer model (cf. Figure 2).

The questions enabled the 36 participants to generate a total of 976 state-
ments, which were written down on paper during the interviews. At the end
of the interview the interviewees were presented with the list of the statements
they generated to check for inconsistencies and completeness. In the case of face-
to-face meetings the statements were highlighted on paper and presented to the
participants. In the case of phone conversations the complete list of statements
was repeated at the end of the interview.

4.4 4. Step: Interpretation and consolidation of statements

Shortly after the interviews took place they were transcribed and the rele-
vant text sequences were highlighted. After the transcription we have used con-
cept mapping for structuring and organising the gathered knowledge. Concept
mapping is an approach which supports the graphical representation of state-
ments [36, 37]. Concept mapping offers some additional possibilities compared to
a pure text based analysis [38]. Especially the possibility to outline connections
between the mapped statements has been useful in the process of consolidating
the gathered knowledge.

Fig. 5. Example concept map of an interview (excerpt)

For each of the 36 interviews a concept map was created, which included
the main statements and included also additional explanations, examples and



clarifications. For creating the concept maps we used the software CmapTools
from the Institute of Human and Machine Cognition5. Figure 5 shows an excerpt
from one of the concept maps.

Once all the interviews transcripts and protocols protocols have been trans-
formed to concept maps, these single concept maps were exported to create a
unified concept-map including the concepts and propositions of all interviewed
experts. The purpose of this combined concept map was the step-wise consoli-
dation of the 976 statements of all 36 interviewees.

The explanations and examples related to each of the statements facilitated
the process of interpreting and consolidating the statements in similar groups.
The criteria for grouping the statements were syntactic similarity and semantic
similarity. Concept mapping has proved to be a valuable tool for this consolida-
tion process. However, we used concept mapping only as a tool for representation
of the gathered knowledge, we did not employ multivariate statistical analyses
as described by Daley [36] or Trochim et al. [38, 39].

By linking the statements of the single experts to similar groups it was possi-
ble to identify emerging themes and levels of hierarchy [36]. However, the purpose
of interpreting and consolidating the statements was not to analyse the hierar-
chical relations of the statements and their connecting links, but to compile a
reduced and consolidated list of statements. After the systematic grouping and
categorisation of the statements we have reduced the list of 976 statements to a
list of 198 consolidated indicators (cf. Appendix A).

4.5 5. Step: Reducing the resulting list of indicators

This list of 198 consolidated indicators was discussed and presented to actu-
aries who are experienced in the external risk assessment of organisations in
the context of Cyberinsurance. The intention was to reduce the list of 198 in-
dicators to a list of variables, which are considered useful for practical uses in
the context of Cyberinsurance. During a workshop held with three actuaries of
our project partner the 198 were presented, discussed and a selection based on
specific criteria was made.

The American Academy of Actuaries lists the following basic principles that
should be present in any sound risk classification system and therefore also in
the selection of rating variables6. The principles state that a classification system
should [17]:

– reflect expected cost differences,
– distinguish among risks on the basis of relevant cost-related factors,
– be applied objectively,
– be practical and cost-effective,
– be acceptable to the public.

5 Download of IHMC CmapTools: http://cmap.ihmc.us/
6 For a more detailed treatise see Finger, who provides an overview and a discussion

of criteria for selecting rating variables. Finger groups the criteria in four categories,
namely: “actuarial, operational, social, and legal” [22].



For selecting the indicators in this research project we used only two cri-
teria which were taken from a paper of Bouska. Bouska cites Webb who uses
the following three criteria for selecting exposure bases: “First and foremost,
of course, it should be an accurate measure of the exposure to loss. Second, it
should be easy for the insurer to determine. Finally, it should be difficult for the
insured to manipulate.” [16] The last two criteria were actually used to filter the
indicators that were identified in the first round:

– Are the indicators measurable?

– Are the indicators unmistakable and difficult to manipulate?

The workshop with the three actuaries resulted in the selection of 94 indi-
cators which were deemed useful for premium-rating in the context of Cyberin-
surance, since they were considered measurable and objectively answerable.

Fig. 6. Schematic overview of the research process



4.6 6. Step: Ranking indicators

The 94 indicators which were selected by the three actuaries were again sent
to the initial 36 experts asking them to rank the indicators according to their
relative importance. For ranking the indicators we used a 10-point Likert scale
as illustrated in Figure 7. The ranking of the 94 indicators was collected using
a web-based questionnaire (cf. Figure 8).

Fig. 7. Intervals of rating [40]

In the final step of ranking the indicators 29 of the initial 36 experts have
participated. Seven experts were not able to participate in the final ranking
due to time constraints. Finally, descriptive statistics were used to analyse the
ranking of the indicators.

Fig. 8. Screenshot of the web based survey



5 Results

Table 2. Ranking of first-party loss exposure indicators

Rank Indicator Mean SD

1 Critical dependency of business processes on IT 8,83 1,13
2 Low failure tolerance with regard to IT 8,78 1,20
3 Processing sensitive data with high confidentiality re-

quirements
8,38 1,31

4 Existence of worth-protecting know how, patents and oth-
erwise valuable information

8,29 1,70

5 High demands on the availability of data and systems in
the organisation

8,19 1,63

6 Online execution of Business Processes 7,83 1,62
7 Environmental and physical risks at the location of the

data centre
7,79 1,70

8 Link-ups of external partners to the enterprise IT 7,67 1,11
9 High level of automation in the production of goods and

services
7,50 1,71

10 Data recoverability in data loss scenarios 7,26 2,54
11 Just-in-time supply/delivery relationships with partners 7,25 1,73
12 Above average growth of an enterprise 7,11 1,74
13 Industrial Sector 7,07 1,92
14 Labour turnover rate (in general) 6,90 2,27
15 Availability of qualified workforce 6,85 1,68
16 Use of mobile devices in the organisation 6,72 2,29
17 Outsourcing of IT processes including coordination and

control
6,68 1,94

18 IT-personnel / overall number of employees ratio 6,57 1,95
19 Demand on the professional qualification of employees (in

general)
6,42 1,81

20 Number of PC-Workplaces in the enterprise 6,34 1,48
21 Global Activity of an enterprise 6,14 1,75
22 B2C (End Customer) Activities 6,00 1,93
23 Private Internet use of employees in the organisation 5,93 2,21
24 Centralised IT-Infrastructure 5,86 2,08
25 Number of employees (overall) 5,62 1,89
26 Separate IT budget existent 5,62 2,06
27 Operation of standardised IT solutions 5,48 2,02
28 Number of Customers 5,21 1,94
29 Geographical distance between day-to-day business and

IT production
4,89 2,18

30 Sales Volume of an enterprise 4,61 2,11
31 Age of the organisation 3,69 2,06



Table 3. Ranking of third-party loss exposure indicators

Rank Indicator Mean SD

1 Control and Coordination of outsourced customer pro-
cesses by the outsourcing provider

8,21 1,57

2 Access to central systems and information of customers 7,96 1,73
3 Quality of Patch-Management for the offered Information

Systems
7,52 1,67

4 High service level requirements 7,48 1,86
5 Traceability of provider actions and interventions at cus-

tomers sites
7,39 1,75

6 Extensive test procedures during development and de-
ployment

7,16 2,05

7 Adoption of standardised methods and practices in soft-
ware engineering

7,08 1,81

8 Availability of qualified workforce at the provider 6,92 1,80
9 Clarity and detailing of Service Level Agreements 6,84 2,36
10 Outsourcing of Information Systems Development (Off-

shoring)
6,81 1,94

11 Remote maintenance of systems installed on customers
sites

6,76 1,75

12 Existence of Update- and Version-management of the of-
fered information systems

6,75 1,73

13 Sole Seller for customers 6,73 2,68
14 Offer of Backup Services (Data backup) 6,71 1,86
15 Offered IT solutions could cause bodily injury 6,65 2,58
16 Quality and standardisation of project management 6,54 2,11
17 Definition of liability provisions and contractual sanctions

in Service Level Agreements
6,46 2,42

18 High portion of employees occupied with further technical
development and innovation

6,25 1,96

19 High portion of internal activity in offered services 6,25 1,88
20 Customers have the possibility to switch to alternative

providers
6,08 2,32

21 Industry classification of customers 5,92 2,34
22 Offering of training concepts and courses for customers 5,88 1,71
23 Certification of employees/organisation by manufacturers

or for specific products
5,67 2,47

24 Longevity of customer and contractual relationships 5,48 1,78
25 Sales Volume per customer 5,39 2,58
26 Number of employees of the provider 5,04 1,88
27 Sales Volume of provider 5,04 2,30
28 Provider offers a Central Contact Point or Service Desk 4,92 2,00
29 Customer structure (Number and quality of customers) 4,87 2,05



Table 4. Ranking of quality indicators for the IT risk management

Rank Indicator Mean SD

1 Existing Role of a Risk Officer or Security Officer 8,78 1,26
2 Business Continuity concept and contingency and emer-

gency plans available
8,46 1,35

3 Continual improvement process in Risk Management
(PDCA Cycle)

8,41 1,37

4 Existence of an institutionalised risk management in the
organisation

8,37 1,48

5 Policies concerning handling of confidential information 8,15 1,58
6 Security Policies for employees 8,04 1,35
7 Acceptance Testing required prior to release of new tech-

nologies and product versions
8,04 1,37

8 Investments in further education and training of employ-
ees to increase security awareness

8,04 1,15

9 Existence of a proper IT Risk Reporting 8,04 1,66
10 Periodical internal and/or external audits 8,00 1,54
11 Documentation of IT-Infrastructure 7,96 1,09
12 Existence of Protection requirements analysis 7,85 1,76
13 Password Policy available 7,85 1,59
14 Accounted budget for IT Security present 7,85 1,36
15 Existence of an IT-Governance function 7,74 1,70
16 Redundancies in the technical infrastructure 7,65 1,61
17 Security Manual available 7,63 1,68
18 Systematic Problem and Solution Management in IT 7,59 1,85
19 Policies and Guidelines for and control of external service

providers
7,52 1,57

20 International standards and best practices orientation (in
general and with regard to IT)

7,48 1,73

21 Physical protection measures 7,38 1,79
22 Ratio of IT employees dedicated to security 7,33 1,85
23 Physical control and registration of visitors at the en-

trance area
7,31 1,75

24 Maintenance of a proper Loss database 7,22 1,62
25 Measurement of performance indicators and and operat-

ing figures for assessing IT processes
7,00 1,70

26 IT-Management reports directly to the board level or is
part of the board of directors

6,96 2,72

27 Information Security Certification(s) 6,96 2,13
28 IT-Service-management approach based on Standards 6,81 1,95
29 Quality Assurance of published content (Legal Review) 6,78 1,88
30 Employee Background Check 6,58 2,06
31 Quality Management System(s) Certification(s) 6,48 1,99
32 Definition of Life cycles for the IT-Infrastructure 6,44 1,87
33 Size of the enterprise 5,59 2,19
34 Age of the organisation 4,96 2,14



The results of the whole research process are outlined in Table 2, 3 and 4
on the previous pages. Since the questions of the interview targeted towards the
identification of indicators one might have expected, that in the final ranking all
of the selected indicators should have been attributed a high importance rating.

Regarding the first-party loss exposure indicators indicators which focus on
the dependency of the business on IT have been ranked highest. The reader
might remark that the indicators are rather abstract and already known or
obvious. This is especially true for the highest ranked indicators like Critical
dependency of business processes on IT and Low failure tolerance with regard to
IT. However, we have willingly included these indicators, as related statements
were recurring again and again. The highest ranked indicator (cf. Table 2, Rank
#1) has emerged out of the consolidation of 51 statements from the total of 976
statements (cf. Appendix A).

What was puzzling the authors was that an indicator like Sales Volume of an
enterprise, which is often used as an exposure base in Cyberinsurance contracts
has been ranked as a less important indicator with a mean ranking of only 4, 61.

The third-party loss exposure indicators have been collected using the classifi-
cation of the layer model as outlined in Section 4.1. As can be seen in Section A.2
in the Appendix A, the classification we have employed to further classify the
third-party exposure indicators according to the layers of information manage-
ment did never yield more than 10 indicators per class. Therefore in the result
the indicators for third-party loss exposure have been compiled in a unique list
(cf. Table 3).

The highest ranked indicator for the third-party loss exposure was the degree
of Control and Coordination of outsourced customer processes by the outsourc-
ing provider with a mean of 8, 21, followed by Access to central systems and
information of customers with a mean of 7, 96. Interesting to note, that also in
the case of the third-party loss exposure indicators the Sales Volume of provider
ranked third-lowest on the relative importance scale with a mean of only 5, 04.

The indicators for the quality of the IT risk management have generally a
higher mean ranking than the first-party and third-party loss exposure indica-
tors. The top 13 first-party exposure indicators have a mean ranking higher than
7. In the case of the third-party loss exposure indicators only 7 indicators have
a mean ranking higher than 7. The ranking of the indicators for the quality of
the IT risk management has yielded 25 indicators with a mean ranking higher
than 7.

6 Limitations

In this Section we discuss some limitations of this research. First of all, as with
any Delphi-type study, the results are based on a sample with a limited number
of subjects. While we tried to compose the sample with professionals who have a
broad and long experience managing security or risks inside organisations or as
external consultants and experts, we cannot claim any kind of representativeness
of our sample. We used a convenience sample based on our direct relations with



industry. Also the selection of additional participants was not random since we
employed a snowball strategy to identify additional candidates.

Another potential weakness is the cultural background of the experts. Since
the sample of interviewees is taken solely from the DACH region, there is po-
tential bias in the findings, due to the lack of cultural diversity. Schmidt et al.
conducted an international Delhi study to identify software project risk with
panelist from Hong Kong, Finland and the United States [41]. They identified
differences in the relative importance of risk factor across the various cultures.
Thus in this paper, the results might be biased since the whole sample has a
common cultural background.

Another significant limitation of this research is the fact that a great part of
the study was conducted in German, necessitating the translation of the indica-
tors in English for this paper.

A limitation of the research process as outlined in Section 4 is the fact that
we have not conducted any type no validation of the consolidated list of factors
as it would be in a Delphi type of study. Due to the restricted time budgets
of the participating experts, it would not have been realisable to introduce one
more step to check the results of the consolidation process. This might introduce
a potential bias since the authors of this study have interpreted the statements
and consolidated them.

Another potential point of criticism is the decision not to reduce the resulting
list of indicators with the experts who participated in the interviews. Instead the
reduction was done in a workshop with three actuaries who are experienced in
risk assessments in the context of Cyberinsurance. These three actuaries were not
interviewed and taking part in the initial interviews. This raises the possibility
of varying interpretations of the indicators. In addition it introduces a potential
bias since the initially interviewed experts had no influence on the selection of
indicators. To reduce the risk of misinterpretations we have used the concept
maps including the statements and examples as an additional aid during the
selection workshop with the three actuaries.

The premium-rating models and indicators contained in the actuarial tables
of the underwriters are a business secret of the insurance companies. How they
do calculate rates can not be transparently said. Therefore the indicators that
were identified in this chapter might already be in use and not contribute to an
improvement of the state of the art in practice. Despite this limitation we believe
that the results of this research represent an interesting resource for practitioners
and there may be some additional factors, that might be worth incorporating
into the existing models. Classification systems evolve over time [22, 25] and
hence the rating variables used for classification will also continue to improve.

Regarding the theoretical value of these lists of indicators, we have just
marked a first step in the direction of developing a rating model for cyber risks.
We have not conducted any type of evaluation regarding the validity of the
identified indicators. In addition, there might be interesting relations and an
interplay between the various indicators and their influence on the actual risk
exposure. These are interesting questions that might stimulate further research.



7 Related work

To the best knowledge of the authors there are no related works focusing on indi-
cators for premium-rating in the context of Cyberinsurance. There are however
different works from other fields which are providing risk factors.

This related work on risk factors in information systems and information
technology provides additional valuable input for developing premium-rating
models. Some of these works are focusing on software development risk such as
Jiang et al. [42] of software project risk such as Schmidt et al. [41]. Sherer and
Alter have conducted a review of different risk models used in the information
systems literature [43].

The only exposure model that the authors came across was the Risk Exposure
Model for Digital Assets published in Turban et al. Their exposure model for
digital assets contains five general factors [44]:

– Asset’s value to the company
– Attractiveness of the asset to a criminal
– Legal liability attached to the asset’s loss or theft
– Operational, marketing, and financial consequences
– Likelihood of a successful attack against the asset

This risk exposure model is focusing on digital assets and therefore provides
also valuable input for rating cyber risks. In contrast we are focusing on a risk
exposure model for organisations and therefore focus on a different level of ab-
straction.

8 Conclusions and Outlook

The results presented in this paper provide lists of indicators which could serve
as potential candidates for rating variables for Cyberinsurance. The indicators
have been consolidated from semi-structured expert interviews with 36 partici-
pants from the DACH region. After a reduction of the indicators to a set of 94
indicators which are measurable and objectively answerable, the indicators were
again presented to the initial 36 experts. In the ranking step 29 experts have
ranked the indicators according to their relative importance.

These indicators could be used to build new or refine existing risk classifica-
tion systems and premium-rating models. Due to the lack of concrete scenarios
with quantified losses, it was out of scope of this research to validate which of
these potential rating variables actually reflect the risk exposure.

Further research would also investigate the relations and the interplay be-
tween the listed indicators. For some indicators, which are rather abstract and
difficult to objectively assess, it would be interesting to research better indicators
which could act as proxies for them.

Another important question is regarding the relation and the interplay be-
tween these indicators. We have already identified some relations during the
course of the interviews and in the combined concept map of all statements.



However, we have not systematically analysed the hierarchical structure of the
statements.

The list of 94 ranked indicators and the initial list of 198 indicators in the
Appendix provide a starting point for developing a model and a framework for
risk rating in the context of Cyberinsurance. A task that is surely left to do is to
organise the presented indicators in meaningful categories. The authors believe
that some of the identified indicators might only be relevant for certain types
of coverages. Such a categorisation of exposure indicators would also provide an
excellent baseline for developing a theoretical exposure model for organisations.

Another task that is left to future work is the important issue of operational-
ization of these indicators. While some of the indicators are binary and can be
easily answered using yes or no, most of the indicators are not binary. Some indi-
cators might be measured using a qualitative range of values to reflect the degree
to which they apply in a certain organisation. We are currently investigating the
operationalization of these indicators.

In a previous publication we have analysed publicly announced security in-
cidents to identify different types of losses related to security incidents [45].
Matching the identified indicators presented in this paper with damages and
losses resulting from security incidents will provide further valuable insights.
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A Appendix

A.1 First-party loss exposure indicators

Table 5: Exposure indicators for first-party losses

Indicator Count Selected

Critical dependency of business processes on IT 51
√

Existence of worth-protecting know how, patents and oth-
erwise valuable information

20
√

Industrial Sector 16
√

Environmental and physical risks at the location of the
data centre

12
√

Demand on the professional qualification of employees (in
general)

10
√

Number of employees (overall) 8
√

Availability of qualified workforce 7
√

Above average growth of an enterprise 6
√

Link-ups of external partners to the enterprise IT 6
√

High demands on the availability of data and systems in
the organisation

5
√

Low failure tolerance with regard to IT 5
√

Processing sensitive data with high confidentiality re-
quirements

5
√

Separate IT budget existent 5
√

Centralised IT-Infrastructure 4
√

High level of automation in the production of goods and
services

4
√

Labour turnover rate (in general) 4
√

Number of PC-Workplaces in the enterprise 4
√

Online execution of Business Processes 4
√

Outsourcing of IT processes including coordination and
control

4
√

Geographical distance between day-to-day business and
IT production

3
√

Just-in-time supply/delivery relationships with partners 3
√

Number of Customers 3
√

Operation of standardised IT solutions 3
√

Private Internet use of employees in the organisation 3
√

Sales Volume of an enterprise 3
√

Data recoverability in data loss scenarios 2
√

Global Activity of an enterprise 2
√

IT-personnel / overall number of employees ratio 2
√

Continued on next page



Table 5 – continued from previous page

Use of mobile devices in the organisation 2
√

Age of the organisation 1
√

B2C (End Customer) Activities 1
√

Enterprise subject to strict legal regulations 11
High-profile enterprise 11
Market leader 4
Age of the IT infrastructure 3
Owner Management 3
Short-term optimisation 3
High competitive pressure 2
High number of transactions per day 2
Highly dynamic business environment 2
Highly dynamic IT landscape 2
Homogeneous IT landscape 2
Obligations to supply and exchange data 2
Sufficient safety stock 2
Systems based on open standards 2
Current high risk IT projects 1
Early adopter and use of recent technologies 1
Enterprise operates in a high technology sector 1
Enterprise operates in a niche market with high market
share

1

High number of heterogeneous applications 1
Highly complex production processes 1
Highly interlinkage of processed data 1
Incidents can strongly affect customers 1
Operating system in use 1
Potential to damage the economy 1
Production of goods and services in front of customer 1
Products or services subject to strict legal regulations 1
Reputation in the market 1
Revenues per employee 1
Stock turnover ratio 1
Strict contractual obligations toward customers 1
Technical state of the art infrastructure 1
Volume of stored critical data 1



A.2 Third-party loss exposure indicators

Table 6: Exposure indicators for third-party losses (in general)

Indicator Count Selected

High service level requirements 12
√

Industry classification of customers 12
√

High portion of internal activity in offered services 11
√

Clarity and detailing of Service Level Agreements 10
√

Availability of qualified workforce at the provider 9
√

Sales Volume of provider 8
√

Certification of employees/organisation by manufacturers
or for specific products

6
√

Longevity of customer and contractual relationships 6
√

Traceability of provider actions and interventions at cus-
tomers sites

5
√

Customer structure (Number and quality of customers) 4
√

Offered IT solutions could cause bodily injury 4
√

Provider offers a Central Contact Point or Service Desk 4
√

Sole Seller for customers 3
√

Definition of liability provisions and contractual sanctions
in Service Level Agreements

1
√

High portion of employees occupied with further technical
development and innovation

1
√

Number of employees of the provider 1
√

Sales Volume per customer 1
√

Assumption of risk management tasks for customers 18
Standardised solutions 15
Location of offered services in the OSI model 11
Sufficient financial stability 11
Provider references 9
Offerer of stand-alone or black-box systems 8
Market adoption of offered products and services 5
Partnership with manufacturers 5
Frequency of occurrence on vulnerability lists 4
System commission and integration competencies 4
Provider focuses on core competence fields 3
Regional activity 3
State of the art tools 3
Global activity 2
High-profile provider 2
In-house IT know-how 2
Low cost strategy 2

Continued on next page



Table 6 – continued from previous page

Offerer of brand-new products 2
Proactive description of error scenarios and risks 2
Reputation in the market 2
Service provider business model 2
Strategy alignment between customer and provider 2
Established provider 1
Individual arrangement of rules with customers 1
Products and services require specialised know-how on
the customer side

1

Provider is market leader 1
Provider is technological leader 1
Provider uses cyber-insurance 1
Regular reporting to the customer 1
Service controllability 1

Table 7: Exposure indicators for third party losses (Information
Use)

Indicator Count Selected

Control and Coordination of outsourced customer pro-
cesses by the outsourcing provider

3
√

Access to central systems and information of customers 1
√

Stability of outsourced processes 2
Capacity management 1
Established case-law in business sector 1
Local distance to the customer 1
Provision of dedicated resources for customers 1

Table 8: Exposure indicators for third party losses (Information
Systems)

Indicator Count Selected

Adoption of standardised methods and practices in soft-
ware engineering

8
√

Quality and standardisation of project management 5
√

Offering of training concepts and courses for customers 3
√

Continued on next page



Table 8 – continued from previous page

Existence of Update- and Version-management of the of-
fered information systems

2
√

Extensive test procedures during development and de-
ployment

2
√

Outsourcing of Information Systems Development (Off-
shoring)

1
√

Quality of Patch-Management for the offered Information
Systems

1
√

Solutions corresponding to customer requirements 3
Offered information systems equipped with security fea-
tures

1

Professional competencies for offered industry solutions 1
Software architecture 1
Supported platforms 1

Table 9: Exposure indicators for third party losses (IT Infrastruc-
ture)

Indicator Count Selected

Customers have the possibility to switch to alternative
providers

14
√

Remote maintenance of systems installed on customers
sites

4
√

Offer of Backup Services (Data backup) 2
√

Few providers of critical core services on the market 1
High market maturity 1
Infrastructure of business location 1
Products are subject to certification obligation 1
Products used in adverse physical environments 1
Provider has a depot of spare parts and components 1



A.3 Indicators for the quality of IT risk management

Table 10: Indicators for the quality of IT risk management

Indicator Count Selected

Existence of an institutionalised risk management in the
organisation

36
√

Business Continuity concept and contingency and emer-
gency plans available

24
√

Existence of a proper IT Risk Reporting 23
√

International standards and best practices orientation (in
general and with regard to IT)

19
√

Investments in further education and training of employ-
ees to increase security awareness

19
√

Information Security Certification(s) 17
√

Existing Role of a Risk Officer or Security Officer 15
√

IT-Management reports directly to the board level or is
part of the board of directors

15
√

Security Policies for employees 14
√

IT-Service-management approach based on Standards
(e.g. ITIL)

12
√

Policies concerning the handling of confidential informa-
tion

12
√

Continual improvement process in Risk Management
(PDCA Cycle)

10
√

Maintenance of a proper Loss database (Incident report-
ing)

10
√

Redundancies in the technical infrastructure 10
√

Documentation of IT-Infrastructure 6
√

Periodical internal and/or external audits 6
√

Accounted budget for IT Security present 4
√

Acceptance Testing required prior to release of new tech-
nologies and product versions

3
√

Existence of an IT-Governance function in the organisa-
tion

3
√

Existence of Protection requirements analysis 3
√

Physical control and registration of visitors at the en-
trance area

3
√

Physical protection measures 3
√

Quality Management System(s) Certification(s) 3
√

Size of the enterprise 3
√

Systematic Problem and Solution Management in the IT
area

3
√

Continued on next page



Table 10 – continued from previous page

Age of the organisation 2
√

Employee Background Check 2
√

Measurement of performance indicators and and operat-
ing figures for assessing IT processes

2
√

Password Policy available 2
√

Policies and Guidelines for and control of external service
providers

2
√

Definition of Life cycles for the IT-Infrastructure 1
√

Quality Assurance of published content (Legal Review) 1
√

Ratio of IT employees dedicated to security 1
√

Security Manual available 1
√

High degree of organisation 23
Contracts contain liability exclusions or limits 15
Comprehensive decision making for selecting product and
service providers

6

Provider subject to legal form obligations 6
Business oriented management of IT risks 5
Tidiness and cleanliness of IT premises 5
Existing logical and physical security architecture 4
Presence at risk forums and interest groups 4
State of the art of technical security controls 4
High security and quality requirements of customers 3
Internal control system 3
Asset-Management 2
Corporate Governance Guideline 2
Presence of risk provisions 2
Pursuance and external communication of innovative IT
projects

2

Safeguards for organisational security 2
Adequate backup facilities 1
Availability of controlling instruments 1
Clear specification of service level agreements with
providers

1

Contractually guaranteed alternatives in case of failure 1
Crisis public relation 1
Defined corporate communications interfaces 1
Employee suggestion system 1
License-Management 1
Methodical approach to IT investment appraisal 1
Portfolio-management of IT projects 1


